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Abstract

Background: The COVID-19 pandemic has precipitated global apprehensions about

increased fatalities and raised concerns about gaps in healthcare infrastructure and

accessibility the world over. Consequently, the importance of timely prediction and

treatment of the disease to reduce transmission and mortality rates cannot be

emphasized enough. Various symptoms of the disease have been identified as it pro-

gresses from the time it is contracted. COVID-19 has been found to internally affect

the lungs, and the four progressive stages of the infection can be categorized as mild,

moderate, severe, and critical. Therefore, an accurate analysis of the current stage of

the disease that can help predict its progression has become critical. X-ray imaging

has been found to be an effective screening procedure for predicting the various

stages of this epidemic. Although many different approaches using machine learning,

as well as deep learning were utilized to predict and classify diseases in general, till

date, such an approach has not been used to predict the various stages of COVID-19

by using X-ray imaging to identify and classify those stages.

Materials and method: The proposed hybrid method used three public datasets for

its implementation. In this work, extensive images were used for the purposes of test-

ing and training. The dataset-1 consists of 1200 COVID-19 as well as 1200 Non-

COVID-19 images, while dataset-2 used 700 COVID-19 as well as 700 Non-COVID-

19 images, and finally, dataset-III utilized 1900 COVID-19 as well as 1900 Non-

COVID-19 images for purposes of testing and training. The proposed work undertook

the task of pre-processing using textual and morphological features, while the seg-

mentation and prediction of COVID-19 as well as Non-COVID-19 images were

undertaken using VGG-16 with light GBM for better prediction and handing of huge

datasets, and finally, the classification of the various stages of COVID-19 images was

performed using Deep Belief Network.
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Results: The outcomes of the proposed work were subjected to several iterations

which were then compared using different parameters such as accuracy, specificity,

and sensitivity. In general, the prediction and grouping of the various stages of

COVID-19 by using affected images were found to be 99.2%, 99.4% and 99.5%,

respectively. The bacterial pneumonia prediction rates were observed to be 98.5%,

99.4% and 98.3%, respectively. The average classification of the stages were found

to be 98.1%, 98.6% and 98.3%, while the combined multi-classification prediction

rates were observed to be 98.6%, 99.1% and 98.7%, respectively.
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1 | INTRODUCTION

COVID-19 is known to be a transmittable infection, and is found to spread at a rapid rate and affect billions of people around the world. This has

ensured that the numbers of affected as well as recovering peoples are increasing day by day. The various symptoms associated with the disease

have also undergone changes from its initial days of infecting humans to the present times, and have been seen in many cases as becoming more

aggressive. The lung is usually seen to be the most affected organ in COVID-19, as is the case with common bacterial or viral infections. There-

fore, it is important to predict the stage of lung disease in a patient once infected by COVID-19 and in this study different technology, especially

machine learning techniques, have been introduced in order to predict this, which has demonstrated a fair degree of success and accuracy. The

four stages of COVID-19 that were considered in these predictions to determine the degree of progression of lung disease (https://www.

sciencedaily.com/releases/2020/04/200423130420.html, n.d.) are (i) Phase-1, where mild cell incursion and viral duplication are observed in the

nose and lungs. (ii) Phase-2, where moderate amount replication is seen to affect the lungs and the immune system. (iii) The more severe Phase

3, where the replication is consolidated across all sections of the lungs threatening a collapse of the lungs as they struggle to keep the alveoli open

and close. (iv) Phase 4, where the patient is critically affected with an onset of failure of multiple organs. All these various stages of COVID-19

along with the training images used and the related symptoms are shown in Table 1. It is therefore, evident that lung-based initial prediction of

the disease and its accurate staging can go a long way in arresting the progression of COVID-19 and facilitating effective treatment.

In recent times, several researchers have been seen to use AI-based methodologies, especially machine learning and deep learning, for classi-

fying and predicting images in healthcare where, X-ray, histopathology as well as CT scan images are usually the subject of predictions. Deep

Learning has been hailed as a potent tool that can learn cognitive and complex problems. As a result, there has been a surge in the usage, evalua-

tion, and prediction of diseases using deep learning methods. This paper undertook the prediction of COVID-19 stages by utilizing X-ray lung

images aided by machine learning as well as deep learning methods. Previous predictions based on deep learning encountered various issues and

challenges that this paper has addressed while undertaking to make predictions regarding the progression of COVID-19 by using X-ray lung

images are shown below:

i. The previous predictions (Bharati et al., 2020; Jain et al., 2021; Mahdy et al., 2020; Minaee et al., 2020) used fewer images for training, test-

ing and, validation, therefore negatively impacting prediction accuracy rates.

ii. There was, consequently, a concerted effort to improve the efficiency and accuracy of prediction, especially while using larger datasets.

iii. The previous works (Bharati et al., 2020; Jain et al., 2021; Mahdy et al., 2020; Minaee et al., 2020) used fewer features for prediction,

whereas significant features are required for improved accuracy.

iv. The previous predictions did not consider the various stages depicted by the COVID-19 images (https://www.sciencedaily.com/releases/

2020/04/200423130420.html, n.d.; Singh et al., 2020), even though incorporating the stages or phases in the prediction would help to

improve the treatment significantly.

This paper addresses all the above-mentioned issues with its proposed methodology that enabled the contributions.

This work is segregated in the following manner: Section 2 enumerates various works on classification and prediction techniques of images

and X-ray images of COVID and other diseases. The materials and methods, including the proposed hybrid methodologies, as well as stage-wise

classification of COVID images are introduced in section 3. The implementation of the proposed work, its results, along with performance compar-

isons and evaluation are presented in Section 4. Finally, a summary as well as the scope of proposed future work has been provided in Section 5.
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2 | RELATED WORK

Computer-aided diagnosing systems were introduced in 1980, and have been applied to different scenarios of disease prediction and diagnosis.

Initially, such image-based diagnosing systems were time-consuming and inefficient. However, with the invention of artificial intelligence and

graphic processor units in decision support systems, the prediction rates witnessed a rapid improvement (Bharati et al., 2020). Deep learning

models were applied to diseases such as breast cancer, lung cancer, and various other diseases for the purposes of detection and diagnosis. This

work is specifically focused on prediction of COVID-19 stages by utilizing X-ray images with a machine learning and deep learning methodology.

Various researchers have undertaken similar work with respect to predictions based on the lung X-rays.

Bharati et al. (2020) proposed a hybrid model using VGG, spatial transform, and data argumentation. But the accuracy (73%) of the prediction

was relatively lesser since fewer images were utilized for the purposes of training and testing. Cohen et al. (2020) collected various images of

COVID-19 and created datasets. But it had only 123 frontal views of images. Mahdy et al. (2020) proposed a model for classifying COVID-19 lung

TABLE 1 Various stages of COVID-19

S.

no Stages Symptoms COVID-19 images

1 Stage-1 Invading and replicating in the lungs and nose. (https://www.sciencedaily.com/

releases/2020/04/200423130420.html, n.d.; Sharma et al., 2020; Singh et al., 2020)

2 Stage-2 Replicating moderately and affecting immune system as well as lungs. (https://www.

sciencedaily.com/releases/2020/04/200423130420.html, n.d.; Sharma et al., 2020;

Singh et al., 2020)

3 Stage-3 Consolidated replication leading to collapse of parts of the lungs. (https://www.

sciencedaily.com/releases/2020/04/200423130420.html, n.d.; Sharma et al., 2020;

Singh et al., 2020)

4 Stage-4 Severe damage to lungs and criticality accompanied by onset of multiple-organ failure.

(https://www.sciencedaily.com/releases/2020/04/200423130420.html, n.d.;

Sharma et al., 2020; Singh et al., 2020)
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images using multiple levels of thresholds and SVM. Shuja et al. (2021) made a survey of COVID-19 datasets and presented various datasets such

as images, text, and speech. Sharma et al. (2020) proposed a model for classifying X-ray images to relevant COVID-19 stages using different aug-

mentations of images. Using this method, the COVID-19 as well as Non-COVID-19 images were classified. Dubey (2020) proposed a model for

predicting COVID-19 using X-ray images and deep learning. The ensemble and feature classification techniques such as SVM and bagging classi-

fier were used for prediction. Al-Waisy et al. (2020) proposed a framework based on deep learning for predicting COVID-19 by utilizing X-ray

images. Minaee et al. (2020) proposed a deep COVID model for predicting COVID-19 using X-ray images. In this model, testing and training of

184 images were used for prediction. Jain et al. (2021) similarly proposed the detection of COVID-19 by utilizing a deep learning model. The

images were predicted using Xceplm, V3 and ResNet. The accuracy rate of the prediction was 97.9%. Cheng et al. (2020) presented images of

COVID-19 and introduced chest CT view of scans. Pinter et al. (2020) proposed a machine learning based model utilizing multiple-parameters to

predict COVID-19. Hussain et al. (2020) proposed a model for prediction using chest X-rays. The texture and morphological features used to pre-

dict utilized the deep learning method. Table 2 presents a summary of the various existing techniques for prediction as well as the number of

images used for testing, training and prediction rates.

3 | MATERIALS AND METHODS

In this research work, a hybrid deep learning approach with textual and morphological features has been proposed in order to classify and predict COVID-

19 cases by utilizing X-ray images of both affected and normal cases. Sections 3.1 and 3.2 show the dataset details and the proposed work description.

3.1 | Materials: COVID-19 datasets

The datasets consist of COVID-19 affected images as well as normal images. The lung images affected by COVID-19 were gathered from various

websites and research organizations. The affected as well as normal datasets have been included in the reference list ((https://www.kaggle.com/

tawsifurrahman/covid19-radiography-database, n.d.; https://www.kaggle.com/c/dlai3/data, n.d.; Aboutalebi et al., 2021; Cohen et al., 2020;

COVID, C. A. A, 2020; https://github.com/agchung/Actualmed-COVID-chestxray-dataset, 2020)). Table 3 presents the information regarding the

training and testing images utilized to predict the images that were COVID-19 positive. The samples COVID-19 affected and normal images are

shown in Figure 1.

3.2 | Methodology

The proposed prediction consists of pre-processing, segmentation of affected and non-affected images, training and testing, prediction of

COVID-19, and classification of the various stages of prediction. The architecture of the prediction using X-ray lung images has been illustrated in

Figure 2. The proposed work is consisted of four steps such as:

TABLE 2 Various methods: prediction rates and number of images

S.
no Techniques Prediction rate Images for training and testing

1. VDSNet (Bharati et al., 2020) Accuracy (73%) Limited Number of Images used.

2. Multi-level thresholding and support vector

machine (Mahdy et al., 2020)

Accuracy (95.76%) 25 Normal Images and 25 COVID affected images used.

3 COVID-Net (Wang et al., 2020) Accuracy (92.4%) 13,975 and 13,870 patient images used.

4. Deep COVID (Minaee et al., 2020) Sensitivity (98%)

Specificity (92%)

Training- 84 images, Testing- 100 images.

5. Xception and ResNext (Jain et al., 2021) Accuracy (97.5) COVID affected image: 86.

6. Deep learning and various classification

techniques (Hussain et al., 2020)

Multi-classification

accuracy (97.5%)

prediction accuracy

(79.52)

Texture and Morphological features were used to predict. The

number of images used was limited.

7. CNN (Sahlol et al., 2020) Accuracy (98.7) Two datasets were used to predict but the number of images

were limited.
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i. Initializing the sample images or visualizing X-ray images from the patient data.

ii. Pre- Processing of datasets.

iii. Predicting COVID-19 (positive) as well as non-COVID (negative) images using VGG-16.

iv. Classification of various stages of COVID-19 images.

3.2.1 | Pre-processing of dataset

The pre-processing procedure converts the image into digital images. The main aim of digital image processing is to improve the features and sup-

press any distortions in the image features. The images in the datasets have non-uniform shapes and sizes, therefore, before initiation of training,

there was a need to resize the images. The pre-processing procedures were performed using texture and morphological features. Energy, Entropy,

Correlation, Contrast, Homogeneous are some of the features that were calculated using the textural properties and are represented in the Equa-

tions (1)–(5) and these Equations are for Energy, Entropy, Contrast, Correlation and Homogeneity features, respectively. The Grey-level matrix

used to calculate the textural structures of the image have been included (Shuai et al., 2017).

Energy¼
XN�1

i, j¼1

Pi,j
� �2 ð1Þ

Entrophy¼
XN�1

i, j¼1

�ln Pi,j
� �

Pi,j ð2Þ

Contrast¼
XN�1

i, j¼1

Pi,j
� �

i� jð Þ2 ð3Þ

Correlation¼
XN�1

i, j¼1

Pi,j
� � i�μð Þ j�μð Þ

σ2
ð4Þ

Homogeneity¼
XN�1

i, j¼0

Pi,j

1þ i� jð Þ2
ð5Þ

where Pi, j is normalized symmetrical, N is number of grey levels, μ is mean intensity, σ is variance of intensity. The textural features were calcu-

lated using various equations used in (Castellano et al., 2004; Esgiar et al., 2002; Guru et al., 2010; Haider et al., 2017; Khalvati et al., 2015; Khuzi

et al., 2008; Yu et al., 2017). The prediction size, radius of the prediction area, image equivalence, and dispersion were calculated using morpho-

logical features shown in Equations (6) and (7). The morphological features were measured using various equations used in (Shuai et al., 2017).

The varying scale morphological analysis (Shuai et al., 2017) was utilized in order to forecast the morphological structures of COVID-19 X-ray lung

images (Eren et al., 2019; Fouladi et al., 2021; Gupta et al., 2021; Kundu et al., 2021; Mohan et al., 2021).

Difference¼ ω ω�A,ω =2Bj gf ð6Þ

TABLE 3 Dataset information

S.

no Dataset references

COVID-19

images Normal images

1 COVID-19 Image Database (Aboutalebi et al., 2021) 1200 1200

2 github.com - COVID Images (https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-

bounding-boxes-dataset, n.d.)

700 700 (collected from

various sources)

3 Combined Datasets (https://www.kaggle.com/c/dlai3/data, n.d.; https://www.kaggle.com/

tawsifurrahman/covid19-radiography-database, n.d.; https://github.com/ieee8023/covid-

chestxray-dataset, n.d.; https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-

bounding-boxes-dataset, n.d.; Aboutalebi et al., 2021; Cohen et al., 2020; COVID, C. A. A, 2020;

https://github.com/agchung/Actualmed-COVID-chestxray-dataset, 2020)

2500 1500

M. ET AL. 5 of 15

 14680394, 2022, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.12884 by U

niversità D
egli Studi M

editerranea, W
iley O

nline L
ibrary on [28/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-bounding-boxes-dataset
https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-bounding-boxes-dataset
https://www.kaggle.com/c/dlai3/data
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-bounding-boxes-dataset
https://github.com/GeneralBlockchain/covid-19-chest-xray-lung-bounding-boxes-dataset
https://github.com/agchung/Actualmed-COVID-chestxray-dataset


Equalance¼ ω kω�A,ω�Bf g ð7Þ

In the proposed work three types of datasets images were resized. In the first dataset (Aboutalebi et al., 2021), 1200 COVID-19 positive as well

as 1200 negative images were checked and resized into 256*256 pixels. The rectangular lung images were resized into 256 pixels. For better pre-

diction, the images were augmented in different ways. The various phases of COVID classification from the dataset is described as follows which

could be used for training and testing phases. Further various stages of COVID images are also trained and tested. It is represented as five steps

as follows.

i. The proposed learning-based hybrid model helped improve the efficiency and prediction accuracy by utilizing X-ray Images.

F IGURE 1 Sample of COVID-19 affected images and normal lung images
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ii. 3400 COVID affected images and 4400 non-affected images were used during implementation. In total, 7800 images were used for training,

testing, and evaluation.

iii. The X-ray image-based predictions incorporated texture and morphological features using hybrid deep learning techniques.

iv. The Prediction and classification of positive as well as negative COVID-19 images were undertaken using VCC-16 and light GBM. The use of

Light GBM significantly decreased the complexity and computation time involved.

v. The various classifications and predictions derived from the affected images were carried out by using the layer-wise features of Deep Belief

Network (DBN).

3.2.2 | Segmentation of COVID-19:

The VGG-16 was used to segment the COVID-19 (positive) as well as the Non-COVID-19 (negative) images. VGG-16 is a deep conventional neu-

ral network technique for classifying or segmenting large-scale datasets or images. The previous works (Ahsan et al., 2021; Luz et al., 2021;

Panwar et al., 2020; Sitaula & Hossain, 2021) aimed to only predict, but this work has endeavoured to predict as well as classify the various stages

of COVID-19 images. The VGG-16 had an accuracy of 92.7 in the top five tests of images using 138,357,544 parameters, whereas the VGG-19

had an accuracy of 90.2 in the top five tests of images using 143,667,240 parameters. This work used VGG-16 as a means of using fewer parame-

ters and achieving higher accuracy of classification and prediction.

The VGG-16 contained fixed-sized images such as 224*224 as an input and had an output of 1000 values. But in this work, the output of the

images were classified as positive and negative. The general representation of the output of VGG-16 is shown in Equation (8).

Y¼

Y0

:

:

Y999

0
BBB@

1
CCCA ð8Þ

In this work, the output prediction of the proposed work is either Negative (Y0) or Positive (Y1). The output using VGG-16 representation is shown

in Equation (9).

Y¼ Y0

Y1

� �
ð9Þ

The VGG-16 was used to segment the given input images as positive or negative. The diagrammatic representation of the proposed work with

VGG-16 and light GBM has been shown in Figure 3.

Light Gradient Boosting was used to boost the outputs as it supported the huge size of datasets. Compared to other ensemble learning

methods, it is 10 times faster in the computation of a huge number of datasets. The combination of VGG-16 and light GBM decreased the

Pre-Processing of 
Covid-19 Datasets 

Textual and 
Morphological

Features

Segmentation of 
Affected and Non-

affected Images 
(VGG-16)

Prediction of Covid-19 

Classification of 
Phases of Covid-19 

(Deep Belief Network) 

Phase 2 Phase 3 Phase 4 Phase 1 

Covid-19:X-ray Lungs 
Dataset

F IGURE 2 Architecture of prediction using X-ray lung images
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computation time and increased the accuracy of predictions. VGG-16 and light GBM algorithm are better combination in image-based prediction

technique. Even though light GBM is combined with other prediction algorithms, the accuracy and predictions are considerably less.

3.2.3 | Stages of COVID-19 X-ray images

The various stages of the predicted COVID-19 images were performed using DBN. The DBN is a multiplicative graphical representative model

and is another class of deep neural networks. It has multiple hidden layers from the observation and tinning layers. The normal DBN performs the

classification with each layer having a set of features classifications. One such a belief-based monitoring on real time application and compulsion

was discussed for image data driven method (Hirra et al., 2021). The work was that the effective useful features of images were extracted to guide

the statistical calculation to monitor further. Yet another work using belief network was for breast cancer prediction from image and it was dis-

cussed (Mengistu, 2018) as follows. The unsupervised and supervised algorithm has been utilized for pre-training and fine-tuning processes

respectively for automation feature extraction using this belief network model. The images of dataset were patched and logistic regression algo-

rithm was used to support for gaining probability matrix for positive and negative sample prediction. The feature classifications are performed

using encoders. The supervised learning data was predicted using gradient functions and unsupervised learning was performed using Restricted

Boltzmann machine network or autoencoder. The DBN started from the training layer and extracted the different features in each layer. The main

properties of the DBN included training the features of COVID-19 images, pixels, and signals of images directly in each layer. From the second

layer onwards, the features increased and every layer's classification features increased in the belief network. The DBN network is shown in

Figure 4 and each layer was well interconnected to make the classification of the given dataset.

The supervised model had three parameters for training the nets such as weight (WAB) and related properties of images An and Bn, represen-

ted in Equations (10) and (11).

An ¼ a1,a2…an½ � ð10Þ

Bn¼ b1,b2…bn½ � ð11Þ

The energy equation represented for training and computation is represent in Equation (12).

E x,y,θð Þ¼
Xy
x

wijxiyj�
Xx¼n

x¼1

aixi�
Xy¼n

y¼1

biyi ð12Þ

The continuous random prediction of COVID X-ray image characteristics and multi-variants of image distribution was performed using Probability

Density Function (PDF) and is represented in Equation (13).

P x,yð Þ¼ e�E x,yð Þ

Pn
x,y

e�E x,yð Þ
ð13Þ

CL – Convolutional Layer 
PL – Pooling Layer 
DL – Dropout Layer Negative

(Y0)

Light GBM 

Positive
(Y1)

CL999-PL999-DL999

CL0-PL0-DL0

F IGURE 3 Segmentation of images using VGG-16 and light GBM
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The weight as well as the learning rate of training of X-ray images were performed and is represented in Equation (14).

P wlð Þ¼
Xn
i¼1

wijx1þAi

� �þXn
j¼1

wijy1þBi

� � ð14Þ

Generally, the sample data prediction and classification was performed using supervised and unsupervised learning. The supervised learning was

performed using Gradient Descent method and its representation is the shown Equation (15). The supervised learning network was fine tuned

from top to bottom. The associated representation of the gradient function with different parameters can be represented as

O¼W1A1B1þw2A2B2þ…þWnAnBn ð15Þ

Similarly, the unsupervised learning was performed using Boltzmann machine network. It was performed from the bottom to the top layer and

matched the features to the maximum possible limit using Equation (16).

O¼
Xn
i¼1

P
x
v

� � AnBn

w

� �� �
þ
Xn
j¼1

P
y
v

� � AnBn

w

� �� �
ð16Þ

3.2.4 | The working of hybrid approach algorithm

The hybrid approach featured selection was performed using texture and morphological parameters. A huge number of datasets were processed

and predicted using VGG-16 and light GBM. The various stages of COVID-19 affected images were classified with the use of DBN. Initially, the

…..

L1

T

L1

T

L2

L4

L1

T

L3

L2

T – Training, L1–Layer 1, L2 –Layer 2, L3 –Layer 3, L4 –Layer 4 

F IGURE 4 Classification of various stages of images using deep belief network
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collected datasets were noisy and features were predicted with the help of feature selection methods. The texture and morphological features

are mentioned in the Equations (1–7). After features selection, the Y0 to Yn number of classification and prediction the images were predicted,

such as positive (Y1) or negative (Y0). The predicted images Y1 and Y0 images were classified as per the impact of the COVID infection as per

Table 1. The workflow process is presented in Algorithm 1.

For the purpose of continuous predictions, the methods were looped into the input images. As per the looping, the images were examined

and the predicted images were sent for classification of various stages of COVID-19 images. These Phases are mild cell incursion and viral duplica-

tion of nose and lungs, moderate amount replication which affect the lungs and the immune system, the replication of consolidated sections of

the lungs threatening, and critically affected failure of multiple organs respectively.

4 | EXPERIMENTAL RESULTS AND DISCUSSION

4.1 | Datasets and performance parameters

The proposed approach detected and classified the various stages of COVID-19. The implementation of various datasets used has been men-

tioned in Table 2. All the datasets were classified for training, testing and validations. The 70%, 15% and 15% of the datasets were used for train-

ing, testing and validations, respectively. The number of normal and COVID affected images used for training and testing are shown in the

Table 4.

In total, 7800 images were utilized in the datasets. The 4400 COVID affected images were used and 3400 normal lung images underwent

classifications and predictions. The testing and validation images were not used for training and similarly, the lungs images used for training

were not used for testing and validations. The sample predicted images with labels from the huge number of datasets are shown in the

Figure 5.

The performance was calculated using various parameters such as accuracy, sensitivity and specificity. These parameters were automatically

calculated using other supporting parameters such as true negative, true positive, false negative, as well as false positive, which were used to com-

pute the metrics automatically using the hybrid method. The predicted results were compared with other methods such as the Scratch Model,

AlexNet and ResNet50 (Lyu et al., 2018). Compared to the previous models, the proposed model produced better accuracy (Acc), sensitivity (Sen)

and specificity (Spc).

Algorithm 1

Input: Various X-ray Images.

Output: i. COVID-19 Predicted images.

ii. Various stages of Predicted Images.

Hybrid Deep Learning Method:

Step 1: Initialize images.

Step 2: Extract each image size (224*224).

Step 3: Extract the texture features [Equations (1)–(5)].

Step 4: Extract the morphological features [Equations (6)–(7)].

Step 5: Initialize the VGG-16 and train the various features.

Step 6: Compute the datasets using GBM.

Step 7: Classify and predict ((Y1) (Y0)).

Step 8: Compute the predicted images.

Step 9: Train the various classification phases.

Step 10: Extract the features from the layers.

Step 11: Extract the training and testing feature of phases.

Step 12: Result (O) = Classify (training feature, T).

Step 13: Output: Result (O) = Phases of COVID-19.

10 of 15 M. ET AL.
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4.2 | Classification and prediction performance

The proposed classification and prediction methods are shown in Figure 6. The proposed hybrid method, the feature extraction, classification and

prediction results were received using a combination of VGG-16 and DBN. Each input was trained using the bottom training layer and features

were extracted from each layer. Initially, the basic features of the images were extracted from each layer with the help of techniques used for

extracting texture and morphological features.

The initial screening and supporting features were seen to produce better accuracy for predictions. Using VGG-16 Net, 0-999 layers were

created with each layer having different features for predictions and classifications. This automatically resulted in increased prediction and classifi-

cation features compared to the other methods. In this proposed hybrid method, a total of 7800 X-ray lung images were utilized for testing, vali-

dation as well as training. This automatically resulted in decreased the time complexity of computations. To avoid increased computation time,

light GBM was used. The aforementioned methods such as Scratch Model, AlexNet and ResNet50 used lesser percentage of the dataset, and

therefore led to lesser computation cost. However, in this proposed hybrid work, light GBM produced overall better classification, accuracy and

used less storage capacity in terms of memory and computations.

The presence of Bacterial Pneumonia was used to find the influence of certain bacteria in the affected X-ray images. Figure 7 illustrates the

Bacterial Pneumonia prediction rates. Accuracy, sensitivity, as well as specificity parameters were utilized for the purpose of measuring perfor-

mance. The different labelled and unlabelled features in the images such as smoke, Viral Pneumonia and so on were used to find the influence of

the virus. This hybrid method introduced the Bacterial Pneumonia prediction rates, which were not introduced in previous works.

The Figure 8 shows the stage-wise prediction performance and corresponding parameters. The same parameters of accuracy, sensitivity as

well as specificity were utilized for the performance calculation and the predicted results were found to be 98.1%, 98.6% and 98.3%, respectively.

The VGG-16 layers and BDN provided better classification of the affected images. This classification was used for better decision-making. Table 1

shows the stage-wise identification and sample images of various stages. The DBN layers were used to classify the stages of the COVID images.

TABLE 4 Training, testing and validation ratios of images

Datasets Normal images COVID-19 images

Total Images 4400 3400

Training 3080 (70%) 2380 (70%)

Testing 660 (15%) 510 (15%)

Validation 660 (15%) 510 (15%)

F IGURE 5 COVID predicted images using the hybrid approach
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The combination of 999 layers of VGG-16 and DBN layers produced better classifications of the COVID stages. The number of affected images

and corresponding classification of predicted images are shown in Table 5. Similarly, the prediction of total COVID cases, cases of Bacterial Phe-

nomena, the classification of stages and the various overall predictions are shown in Table 6.

5 | CONCLUSION AND FUTURE WORK

COVID-19 has increased fears of infection and mortality rates in families and societies the world over. The healthcare workers are under tremen-

dous pressure to accurately predict the stage of the disease in those affected by it. Therefore, timely predictions play an important role and can

save lives. COVID X-ray images are a good resource for determining the status of affected people and can help provide better decision making for

treatment protocols. In this work the lung X-ray images were classified into four stages for the purpose of predicting and supporting such decision

making. This proposed hybrid method combined various feature extraction methods, prediction and classification methods. The Texture and Mor-

phological methods are used to determine the basic features of the COVID-19 images. The Light GBM and VGG-16 were used for classifying and

70

75

80

85

90

95

Scratch model Alexnet ResNet50 Hybrid Model

ACC

SPC

SEN

F IGURE 6 Features classification and prediction

F IGURE 7 Bacterial Pneumonia prediction rates
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predicting the COVID images. The light GBM helped reduce the computation time and VGG-16 increased the prediction rates. The DBN was used

to classify the various predicted images to determine the rate of infection in the lung X-ray images. In this proposed work, a huge number of

datasets were used in the implementation. The proposed hybrid method used three parameters for measuring prediction performance such as

accuracy, sensitivity and specificity. The COVID-19 images were also predicted in three distinct ways, such as COVID affected and non-affected

images, Bacterial influence rates and various stages of the affected images. The overall predicted results were respectively, 98.6%, 99.1% and

98.7% accurate. Therefore, the proposed work was observed to produce improved results in comparison to previous methods, with the stage-

wise predictions adding to the novelty of this work. The future direction of this research would benefit from finding ways of further increasing

the speed of prediction and reducing the time complexity of the proposed method. Further research can be proposed for the application of multi-

ple prediction models that can lead to increased accuracy of predictions. More fine-tuned prediction-based parameter could be introduced in pro-

posed model in feature to automate the process for prediction. That would be feature span of extension in learning-based research direction. If

the more feature extraction specific parameters are included in future, then the proposed algorithm would be modified considerably in all predic-

tion aspects of COVID image. The proposed hybrid algorithm will support future COVID 19 X-ray image predictions even if version changes to be

happened. In such a cased some parameters may be included as per future version of COVID 19. The impact of X-ray prediction of COVID 19 is

essential in reality since every COVID affected sample images had been appeared different in prediction using proposed algorithm. The proposed

algorithm may be extended to automate and predict false positive and false negative predictions in near future.

F IGURE 8 Various stages of prediction of COVID-19

TABLE 5 Classification of various stages of COVID images

Total
COVID
images

Accuracy % of stage
wise prediction

Total
predicted
images

No of Stage-1
COVID images

No of Stage-2
COVID images

No of Stage-3
COVID images

No of Stage-3
COVID images

3400 98.1 3332 1569 1078 613 72

TABLE 6 Various predictions of the proposed method

Predictions Accuracy Sensitivity Specificity

Prediction of COVID-19 99.2 99.4 99.5

Bacterial Pneumonia prediction 98.5 99.4 98.3

Classification of stages 98.1 98.6 98.3

Combined multi-classification prediction 98.6 99.1 98.7

M. ET AL. 13 of 15
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